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Abstract—The fifth generation (5G) wireless system aims to differentiate its services based on different application scenarios. Instead of constructing different physical networks to support each application, radio access network (RAN) slicing is deemed as a prospective solution to help operate multiple logical separated wireless networks in a single physical network. In this paper, we incorporate two typical 5G services, i.e., enhanced Mobile BroadBand (eMBB) and ultra-reliable low-latency communications (URLLC), in a cloud RAN (C-RAN), which is suitable for RAN slicing due to its high flexibility. In particular, for eMBB, we make use of multicasting to improve the throughput, and for URLLC, we leverage the finite blocklength capacity to capture the delay accurately. We envision that there will be many slice requests for each of these two services. Accepting a slice request means a certain amount of revenue (consists of long-term revenue and short-term revenue) is earned by the C-RAN operator. Our objective is to maximize the C-RAN operator’s revenue by properly admitting the slice requests, subject to the limited physical resource constraints. We formulate the revenue maximization problem as a mixed-integer nonlinear programming and exploit efficient approaches to solve it, such as successive convex approximation and semidefinite relaxation. Simulation results show that our proposed algorithm significantly saves system power consumption and receives the near-optimal revenue with an acceptable time complexity.
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I. INTRODUCTION

The services catered by the incoming fifth generation (5G) wireless systems are expected to fall into three categories [2], [3], i.e., enhanced Mobile BroadBand (eMBB), Ultra-Reliable Low-Latency Communications (URLLC), and massive Machine-Type Communications (mMTC). Specifically, eMBB requires high data rate and reliable broadband access over large areas, URLLC supports ultra-low latency transmission for small payload with a high level of reliability, and mMTC needs wireless connectivity for massive number of sporadically active Internet of Things (IoT) devices. Some works have studied these three services individually [4]–[6]. Nevertheless, how to efficiently and simultaneously support them in a shared physical system is still an unaddressed problem.

Recently, network slicing [7], [8] has been arising as a promising technique to provide flexibility and scalability for a variety of 5G services that attach with manifold technical, service and operation requirements. The main feature of network slicing is to run multiple logically separated networks as independent business operations on top of a common shared physical infrastructure [9]. With network slicing, network resources can be elastically and dynamically allocated to logical network slices according to on-demand tailored service requirements. Thus, network slicing offers the hope to resolve the aforementioned unaddressed problem.

To facilitate network slicing, an agile and programmable physical network architecture is a requisite.

Cloud radio access network (C-RAN) has emerged as a prospective architecture for 5G. A typical structure of C-RAN includes three main components: remote radio heads (RRHs), fronthaul links, and baseband unit (BBU) pool. The most significant innovation point of C-RAN is that it decouples baseband processing functionalities from the RRHs and migrates these functionalities to the centralized cloud BBU pool, which consists of many general-purpose servers. With the centralized cloud BBU pool, an agile and programmable software-defined environment in the RAN side can be achieved [10].

In this work, with the merits from network slicing and C-RAN, we attempt to incorporate both eMBB and URLLC services in C-RAN. That is, two different types of network slices are tailored in C-RAN to support these two different services. Particularly, we consider multicast transmission for the eMBB slice, since multicast transmission is envisioned to be a popular transmission scheme in some 5G scenarios [11]. For example, in C-RAN with Caching as a Service [12], popular contents are stored in the centralized BBU pool. This centralized content caching structure is easy to facilitate

1 mMTC service is not considered in this work.
multicast transmission among RRHs to deliver data to a user group with the same interest. Another application example is the live video streaming for some hot events, e.g., FIFA World Cup, where the video stream goes from stream server to UEs via the centralized BBU pool. In these scenarios, multicasting is much more efficient than unicasting (our simulation result in Section VII also verifies this claim).

There have been many previous efforts on network slicing. Most of them focus on the problems in the upper layers of network, such as resource orchestration [13] and service chaining [14]. When compared to the upper layers network slicing, RAN slicing has two additional difficulties:

1) **Inter-slice interference isolation**: Unlike the upper layers network slicing, whose resources in different slices can be isolated by virtualization, different slices share the same physical channel in RAN slicing. How to isolate the interference between different slices is a challenge in RAN slicing.

2) **Two timescales issue**: In order to keep pace with the upper layers network slicing, which is typically executed in the timescale of minutes to hours, a RAN slicing operation should be carried out in the same timescale. However, wireless channel changes in the timescale of millisecond, which is much shorter than the duration of a network slicing operation. Thus, how to harmonize this two timescales issue is another big challenge.

### A. Related Works

URLLC is gaining increasingly research attention. In [15], recent theoretical principles in information theory to govern the transmission of short packets in URLLC have been reviewed. Reference [16] provides a high-level discussion about potential techniques to reduce end-to-end latency, such as short analog fountain codes, ultra-fast signal processing, non-orthogonal multiple access and resource reservation via resource block slicing. In [17], reducing the transmission time interval (TTI) length and hybrid automatic repeat request (HARQ) roundtrip time (RTT) is demonstrated as an effective way in the transition from LTE to URLLC. Reference [18] introduces a wireless communication protocol, built on multi-user diversity and cooperative communication, for both uplink and downlink URLLC to reach high levels of reliability. In [19], a two-phase transmission protocol is investigated to fully exploit the device-to-device (D2D) transmission for URLLC, where, in the first phase, messages are transmitted from the base station to group leaders, and then group leaders relay the messages to the other users in the second phase. She et al. [20] and [21] make use of queuing model for URLLC to minimize the transmit power [20] and the total bandwidth [21] respectively. However, all these works just focus on URLLC itself.

Some recent works start to explore the coexistence of URLLC and eMBB in the same physical network. [22] studies mobility management mechanisms to guarantee seamless handover in sliced RAN, which contains eMBB, URLLC and IoT slices. Reference [23] provides a communication-theoretic view on orthogonal and non-orthogonal slicing of radio resources respectively, such that eMBB, mMTC and URLLC can be served by the same physical network. Kassab et al. [24] incorporate eMBB and URLLC in C-RAN. They analyze the rate for eMBB and the rate, access latency, and reliability for URLLC from information-theoretic aspect respectively. Reference [25] utilizes two different slices to support the multimodal virtual reality, i.e., an eMBB slice for visual perception and a URLLC slice for haptic perception. Unfortunately, these works fail to discuss the revenue maximization issue faced by a RAN operator when receiving multiple network slice requests. This motivates our work.

In this paper, we incorporate multiple eMBB and URLLC slices in C-RAN to maximize the operator’s revenue, which consists of long-term revenue and shot-term revenue, and therefore suffices both inter-slice constraints (e.g., total bandwidth of the system) and intra-slice constraints (e.g., quality-of-service (QoS) to each user).

### B. Our Contributions

Our main contributions are as follows:

1) We tame the following interesting tussles in our system model:
   - **Multicast vs unicast**: The eMBB slices use multicast transmission, while the URLLC slices still rely on unicast transmission.
   - **High throughput vs low delay**: The eMBB slice aims to have a high throughput, while the URLLC slice desires a low delay per packet.
   - **Shannon’s capacity vs finite blocklength capacity**: The achievable rate of eMBB slice can be captured by Shannon’s capacity, while the counterpart of URLLC slice depends on finite blocklength capacity due to the small payload.
   - **Long-term vs short-term**: The slice request admission is done at the beginning of each long time slot, while beamforming vectors should be dynamically customized at each short time slot. Moreover, the overall revenue also includes both long-term revenue and shot-term revenue.

2) We propose a generic revenue framework for RAN slicing, which includes:
   - **Slice request admission**: Based on the fact that there are many slice requests to the RAN, and the resources of RAN (e.g., power and bandwidth) are limited, a binary integer variable is introduced to indicate whether to accept or reject a slice request.
   - **Revenue modelling**: The objective of request admission is to maximize a RAN operator’s revenue, which includes both long-term revenue and short-term revenue. The long-term revenue is reflected by the parameters in the slice request and stays still over a long time slot span. The short term revenue is determined by the beamformers in each short time slot span, which may change slot-by-slot due to the variation of wireless channel.

3) We formulate the revenue maximization problem as a mixed-integer nonlinear programming (MINLP).
Especially, the intractable finite blocklength capacity constraint is involved in the MINLP. We make use of efficient methods to solve the thorny problem, such as semidefinite relaxation (SDR) and successive convex approximation (SCA). We also prove the tightness of SDR under certain cases. Our simulation results verify the efficiency of our proposed approach and also provide an insight that the long-term revenue and short-term revenue are indeed intertwined with each other.

Notations: We use calligraphy letters to represent the sets, boldface lower case letters to denote the vectors, and boldface upper case letters to denote the matrices. \( \|x\|_2 \) and \( \|X\|_F \) stand for the Euclidean norm and Frobenius norm respectively. \( (\cdot)^H \) represents the conjugate transpose. \( X \geq 0 \) means that matrix \( X \) is Hermitian positive semidefinite. \( \mathbb{C} \) and \( \mathbb{R}^+ \) stand for complex numbers and positive real numbers respectively. The notation \( A \setminus B \) denotes the set \( A \) with its subset \( B \) removed. \( |A| \) represents the cardinality of set \( A \). The \( \log(\cdot) \) function is the logarithm function with base 2.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the time-slotted RAN slicing framework, which consists of long time slot (LTS) and short time slot (STS). On the one hand, at the beginning of each LTS, the operator has to decide whether to accept or reject the received network slice requests. On the other hand, at the beginning of each STS, the operator generates the beamformers. More details about the two timescales system will be elaborated in the following parts of this section.

In this work, we consider two types of network slice requests, i.e., the multicast eMBB slice request and URLLC slice request. We denote the multicast eMBB slice request set as \( S^c = \{1, \ldots, S^c\} \) and URLLC slice request set as \( S^u = \{S^c + 1, \ldots, S^c + S^u\} \), respectively. Let \( S = S^c \cup S^u \) and \( S = S^c + S^u \). Further, we assume that each LTS contains \( Q \) equivalent STSs (in the time order of milliseconds). We call a STS as a frame, and denote the set of all STSs in one LTS as \( \mathcal{Q} = \{1, \ldots, Q\} \).

A. Slicing Model

Each network slice request consists of the following two components:

1) The number of users. We use \( I^c_s \) to denote the number of users in the multicast eMBB slice \( s \), for \( s \in S^c \), and \( I^u_s \) to denote the number of users in the URLLC slice \( s \), for \( s \in S^u \).

2) The QoS requirement. For different types of network slice, the QoS requirement indicator also differs. In terms of the multicast eMBB slice, we use the minimum throughput as the QoS indicator, which is denoted as \( R_s \), for \( s \in S^c \). For the URLLC slice, we are interested in the maximum packet delay, which is denoted as \( D_s \), for \( s \in S^u \).

On this basis, we use the tuple \( \{I^c_s, R_s\} \) and \( \{I^u_s, D_s\} \) to represent a slice request of multicast eMBB slice \( s \in S^c \) and URLLC slice \( s \in S^u \) respectively. We also introduce a binary variable \( \lambda_s \in \{0,1\} \) to indicate whether a slice request \( s \in S \) is accepted/admitted by the operator. In particular, we set \( \lambda_s = 1 \) if and only if slice request \( s \) is accepted/admitted by the operator. Furthermore, we define \( S^c+ = \{s : \lambda_s = 1, \forall s \in S^c\} \) and \( S^u+ = \{s : \lambda_s = 1, \forall s \in S^u\} \) to represent the admitted eMBB slice set and the admitted URLLC slice set, respectively.

To achieve the inter-slice interference isolation and also adaptively guarantee the quality-of-service (QoS) for each slice, we leverage the flexible frequency division duplex (FDD) technique. In this scheme, the frequency resource size assigned to each user can be tailored. This concept is similar to the flexible radio framing [26]–[28], which is the evolution of the celebrated orthogonal frequency-division multiple access (OFDMA) framing. In flexible radio framing, the TTI size can be dynamically adjusted. This provides the flexibility to achieve low latency communication. In this paper, we assign \( b^c_s \) bandwidth to the multicast eMBB slice \( s \), for \( s \in S^c \), and \( b^u_s \) bandwidth to the URLLC slice \( s \), for \( s \in S^u \). We denote the frame duration as \( D \), and assume each frame has a total bandwidth \( B \).

We consider the data sharing transmission in the downlink C-RAN, this means that each user equipment’s (UE’s) desired data can be shared among all the coordinated RRHs. Suppose there are \( J \) coordinated RRHs, each with \( K \) antennas. We denote the set of all coordinated RRHs as \( \mathcal{J} = \{1, \ldots, J\} \), UEs under eMBB slice \( s \) as \( I^c_s = \{1, \ldots, I^c_s\} \), and UEs under URLLC slice \( s \) as \( I^u_s = \{1, \ldots, I^u_s\} \). We assume that each UE is equipped with single antenna. In each slice \( s \in S \), the channel from RRH \( j \) to UE \( i \) during the \( q \)-th frame is denoted as \( \mathbf{h}_{ij,s}(q) \), where \( \mathbf{h}_{ij,s}(q) \in \mathbb{C}^K \), for \( s \in S \), \( i \in I^c_s \cup I^u_s \) and \( j \in \mathcal{J} \). Suppose that \( \mathbf{h}_{ij,s}(q) \) is drawn from a certain random distribution, and this distribution is known in advance by the C-RAN operator. Note that the distribution can be measured off-line in advance by cutting-edge machine learning techniques. The random variables \( \mathbf{h}_{ij,s}(q) \), for any \( i \in I^c_s \cup I^u_s \), \( j \in \mathcal{J} \), \( s \in S \), and \( q \in \mathcal{Q} \), are independent and identically distributed.

It is worth mentioning that the slicing model we just introduced involves two timescales. In the beginning of a LTS, the operator has to decide whether to accept a slice request or not, and also assign the bandwidth to each UE in this LTS (if the request is accepted), based on the known channel distribution and parameters in the slice request. In the beginning of each STS, the operator appropriately generates the beamformers according to the acquired channel information in this LTS. In other words, the long-term variables are \( \lambda_s \), \( b^c_s \) and \( b^u_s \), which remain unchanged till the next LTS, and the short-term variables are beamformers, which may change frame by frame.

B. Multicast eMBB Slice

In this work, we only consider the single-group multicasting [29], which means that each eMBB slice serves a group of users that having same interest. For the multicast group in slice \( s \in S^c \), let \( u^c_s(q) \) be the data symbol to all UEs in this group during the \( q \)-th frame with \( \mathbb{E}[|u^c_s(q)|^2] = 1 \), and
\( \mathbf{v}_{i,s}(q) \in \mathbb{C}^K \) be the transmit beamformer to all UEs in this group from RRH \( j \) at the \( q \)-th frame.

Note that, in this work, we consider transmit beamforming with perfect channel state information (CSI) to act as a performance upper bound. The case under imperfect CSI can be treated to, for instance, the techniques developed in [30] and [31].

With this setup, the received signal at UE \( i \) during the \( q \)-th frame is
\[
\hat{u}_{i,s}(q) = \sum_{j \in \mathcal{J}} \mathbf{h}_{ij,s}(q) \mathbf{v}_{ij,s}(q) u^e_{i,s}(q) + \delta_{i,s}(q), \quad \forall i \in T^u_s,
\]
where the first term is the desired signal for UE \( i \) and \( \delta_{i,s}(q) \sim \mathcal{CN}(0, \sigma^2_{i,s}) \) is the additive white Gaussian noise (AWGN) at UE \( i \) of slice \( s \). The corresponding signal-to-noise ratio (SNR) at UE \( i \) of slice \( s \) over the \( q \)-th frame is
\[
\text{SNR}^e_{i,s}(q) = \frac{|\sum_{j \in \mathcal{J}} \mathbf{h}_{ij,s}(q)^H \mathbf{v}_{ij,s}(q) u^e_{i,s}(q)|^2}{\sigma^2_{i,s}}, \quad (1)
\]

Then, the achievable rate of multicast group \( s \in S^c \) at frame \( q \) is
\[
r^c_s(q) \leq \min_{i \in T^u_s} \{ \log(1 + \text{SNR}^e_{i,s}(q)) \}, \quad \forall q \in \mathcal{Q}. \quad (2)
\]

Note that in (2), the achievable rate of multicast group \( s \) is determined by the weakest user in the group (to ensure successful data reception even by the weakest user). To achieve this, adaptive modulation and coding (AMC) can be applied.

For any admitted eMBB slice, per-frame throughput requirement at frame \( q \in \mathcal{Q} \) is
\[
r^e_s(q) b^e_s \geq R_s, \quad \forall s \in S^{c+}, \quad (3)
\]
where \( R_s \) is the minimum per-frame throughput requirement of slice request \( s \). In this paper, we do not consider the effect of frequency diversity on the achievable rate, which means that bandwidth allocation and achievable rate are assumed to be independent.

### C. URLLC Slice

For URLLC slice \( s \in S^u \), let \( u^u_{i,s}(q) \) be the data symbol for the \( i \)-th UE during the \( q \)-th frame with \( \mathbb{E}[|u^u_{i,s}(q)|^2] = 1, \forall q \in \mathcal{Q} \), and \( \mathbf{w}_{ij,s}(q) \in \mathbb{C}^K \) be the transmit beamformer to UE \( i \) from RRH \( j \) during the \( q \)-th frame. Suppose that the FDD is applied inside the URLLC slice. Hence, at UE \( i \), there is no interference from other UEs.

On this basis, the received signal at UE \( i \in T^u_s \) in slice \( s \) during the \( q \)-th frame is
\[
\hat{u}_{i,s}(q) = \sum_{j \in \mathcal{J}} \mathbf{h}_{ij,s}(q)^H \mathbf{w}_{ij,s}(q) u^u_{i,s}(q) + \delta_{i,s}(q).
\]

The corresponding SNR at UE \( i \in T^u_s \) of slice \( s \) in the \( q \)-th frame is
\[
\text{SNR}^u_{i,s}(q) = \frac{|\sum_{j \in \mathcal{J}} \mathbf{h}_{ij,s}(q)^H \mathbf{w}_{ij,s}(q) u^u_{i,s}(q)|^2}{\sigma^2_{i,s}},
\]

In URLLC, packets are typically very short, so that the achievable rate and the transmission error probability cannot be accurately captured by Shannon’s capacity anymore. Instead, the achievable rate in URLLC falls in the finite blocklength channel coding regime, which is derived in [32]. Let \( r^u_{i,s}(q) \) be the achievable rate of UE \( i \) in the URLLC slice \( s \in S^u \) at frame \( q \) and \( n_{i,s} \) be the length of codeword block (in symbols). Then we have [32]
\[
r^u_{i,s}(q) \leq \frac{\log(1 + \text{SNR}^u_{i,s}(q)) - \sqrt{\frac{C_{i,s}(q)}{n_{i,s}}}}{Q^{-1}(\epsilon) \log e}, \\
\forall i \in T^u_s, \quad \forall q \in \mathcal{Q}, \quad (4)
\]

where \( Q^{-1}(\cdot) \) is the inverse of the Gaussian Q-function, \( \epsilon > 0 \) is the transmission error probability, and \( C_{i,s}(q) \) is the channel dispersion\(^2\) of UE \( i \) at frame \( q \), given by
\[
C_{i,s}(q) = 1 - \frac{1}{(1 + \text{SNR}^u_{i,s}(q))^2}. \quad (5)
\]

We assume that, in URLLC, one data packet should be completely transmitted within one frame [33], i.e., \( D_s \leq D, \forall s \in S^u \). Let \( F_{i,s} \) be the packet length to UE \( i \) in slice \( s \). Then, at frame \( q \), the delay constraint for UEs in an admitted URLLC slice is
\[
\max_{i \in T^u_s} \frac{F_{i,s}}{r^u_{i,s}(q) b^u_{i,s}} \leq D_s, \quad \forall s \in S^{u+}, \forall q \in \mathcal{Q}, \quad (6)
\]

where \( b^u_{i,s} \) is the bandwidth assigned to UE \( i \), such that \( \sum_{i \in T^u_s} b^u_{i,s} \leq b^u_s \).

It is necessary to clarify the difference between blocklength \( n_{i,s} \) and packet length \( F_{i,s} \). Firstly, packet length is a terminology used in the network layer (measured in bits) and block length is a basic unit to perform channel coding in physical layer (measured in symbols). Secondly, each block consists two parts, i.e., message part and redundancy part. The message part is a fraction of a packet, and the redundancy part is introduced by channel coding. And the delay in this work is per packet delay [34].

### D. Inter-Slice Constraints

Since each RRH has its maximum transmitting power \( E_j \), we have
\[
\sum_{s \in S^c} \lambda_s \mathbf{v}_{i,s}(q)^H \mathbf{v}_{i,s}(q) + \sum_{s \in S^u} \lambda_s \sum_{j \in \mathcal{J}} \mathbf{w}_{ij,s}(q)^H \mathbf{w}_{ij,s}(q) \leq E_j, \quad \forall j \in \mathcal{J}, \forall q \in \mathcal{Q}. \quad (7)
\]

In addition, the bandwidth resources allocated to these two slices have to satisfy
\[
\sum_{s \in S^c} \lambda_s b^c_s + \sum_{s \in S^u} \lambda_s b^u_s \leq B. \quad (8)
\]

Note that our system model is different from that in [34]. Firstly, in our model, a URLLC slice should be created at the beginning of a LTS. In [34], on the other hand, a URLLC slice can be created at any STS. Secondly, in our model, eMBB traffic and URLLC traffic are isolated by FDD and the frequency bands are reserved for each of them respectively. Whereas in [34], eMBB slices use up the whole band and the URLLC traffic can dynamically superpose/puncture on it. There are both pros and cons from each of these two models:

\(^2\)Other than in [32], here we put \( \log e \) in (4) for simplicity.
In [34], the non-orthogonal slicing approach is adopted, which provides better resource utility and timeliness. The model in [34] is suitable for URLLC applications (with burstiness) which require to set up the slice immediately, for example, vehicle-to-everything (V2X) communications.

In our model, the orthogonal slicing approach is employed, which achieves better reliability (see Section VI-B for discussions on reliability). Our model is applicable for URLLC applications which can be scheduled, for instance, remote surgery.

Moreover, our model can be readily extended to the case that the fronthaul capacity of C-RAN is limited by utilizing the method proposed in [35].

E. Revenue Model

With the system model we just introduced, the ultimate goal of a RAN operator is to maximize the revenue, which consists of long-term revenue and short-term revenue.

- The long-term revenue is reflected and mapped by the parameters in the network slice request. We denote \( G^e(I^e_s, R_s) \) and \( G^u(I^u_s, D_s) \) as the long-term revenue for the multicast eMBB slice and URLLC slice, respectively. We assume that the mapping between the slice request parameters and the long-term revenue is known by the operator. A basic mapping rule is that \( G^e(I^e_s, R_s) \) is increasing with \( I^e_s \) or \( R_s \), and \( G^u(I^u_s, D_s) \) is increasing with \( I^u_s \) and decreasing with \( D_s \). Moreover, a long-term revenue is received once a slice is admitted by the operator at the beginning of a LTS.
- The short-term revenue is obtained by saving system power consumption in each frame. Let \( v_s(q) = [v_{1,s}(q); v_{2,s}(q); \cdots; v_{J,s}(q)] \in \mathbb{C}^{JK \times 1} \) and \( w_s(q) = [w_{1,s}(q); w_{2,s}(q); \cdots; w_{J,s}(q)] \in \mathbb{C}^{JK \times 1} \). The short-term revenue for eMBB slice \( s \) at frame \( q \) is \( \eta \sum_{j \in J} (E_j - v_{j,s}(q)Hv_{j,s}(q)) \), where \( \eta \) is a constant to strike the tradeoff between long-term revenue and short-term revenue. And similarly, \( \eta \sum_{j \in J} (E_j - \sum_{i \in \mathcal{I}_s} w_{ij,s}(q)Hw_{ij,s}(q)) \) is expressed as the short-term revenue for URLLC slice \( s \) at frame \( q \).

Therefore, over one LTS, e.g., one hour, the revenue for multicast eMBB slice \( s \) is

\[
U^e_s(v_{j,s}(q); I^e_s, R_s) \triangleq G^e(I^e_s, R_s) + \eta \sum_{q \in \mathcal{Q}} \sum_{j \in J} (E_j - v_{j,s}(q)Hv_{j,s}(q)),
\]

and the revenue for URLLC slice \( s \) is

\[
U^u_s(w_{ij,s}(q); I^u_s, D_s) \triangleq G^u(I^u_s, D_s) + \eta \sum_{q \in \mathcal{Q}} \sum_{i \in \mathcal{I}_s} (E_j - \sum_{i \in \mathcal{I}_s} w_{ij,s}(q)Hw_{ij,s}(q)).
\]

For simplicity, we drop the constant term \( E_j \) in the revenues hereafter. Then the remaining part of short-term revenue can be interpreted as the cost and, as a consequence, \( U^e_s(v_{j,s}(q); I^e_s, R_s) \) and \( U^u_s(w_{ij,s}(q); I^u_s, D_s) \) can be interpreted as the profit.

Remark 1: The long-term and short-term revenue can also be interpreted as the fixed and dynamic revenue respectively. The fixed revenue of one slice is only determined by the slice request itself, i.e., the parameters in the request. However, the dynamic revenue of one slice can be impacted by the other slices and also the channel conditions. This impact is reflected in constraints (7) and (8).

F. Problem Formulation

In the incoming 5G era, the operator will try to accept as many network slice requests as possible to maximize its overall revenue. However, due to the limitation on resources, e.g., transmit power and bandwidth, it is not possible to accept every incoming network slice request. In order to maximizing the revenue, the operator has to properly select and accept the slice requests.

Based on the analysis from the last subsection, the overall revenue gained from the accepted slice requests is

\[
\sum_{s \in \mathcal{S}^e} \lambda_s U^e_s(v_{j,s}(q); I^e_s, R_s) + \sum_{s \in \mathcal{S}^u} \lambda_s U^u_s(w_{ij,s}(q); I^u_s, D_s).
\]

In one LTS, the overall revenue maximization problem can be formulated as

\[
\begin{align*}
\text{maximize} & \quad \lambda_s U^e_s(v_{j,s}(q); I^e_s, R_s) + \sum_{s \in \mathcal{S}^u} \lambda_s U^u_s(w_{ij,s}(q); I^u_s, D_s) \\
\text{subject to} & \quad \lambda_s \in \{0, 1\}, \quad \forall s \in \mathcal{S}, \quad (9) \tag{9}
\end{align*}
\]

where \( \rho_s \) is a weight to represent the priority. For example, to guarantee the availability for an urgent URLLC slice \( s \), we set \( \rho_s > 1 \). In the remaining of this paper, we just let \( \rho_s = 1 \) without loss of generality. Note that other than the constraints listed in problem (P0), there are also some implicit constraints. Specifically, for a certain eMBB slice \( s \in \mathcal{S}^c \mathcal{S}^c \) (which implies slice \( s \) is not admitted by the operator), we must have \( b^e_s = 0 \) and \( \|v_s(q)\|_2 = 0 \). And similarly, for a certain URLLC slice \( s \in \mathcal{S}^u \mathcal{S}^u \), we must have \( b^u_s = 0 \) and \( \|w_s(q)\|_2 = 0 \).

Problem (P0) needs to be solved at the beginning of a LTS, i.e., at \( q = 1 \). Whereas, at \( q = 1 \), the problem is intractable since all actual channels in the future, i.e., \( q = 2, 3, \cdots, Q \), are unknown. Besides, the binary variable \( \lambda_s \) makes problem (P0) a mixed-integer nonlinear programming (MINLP), so that the problem becomes more difficult to tackle. Moreover, constraints (2), (3), (4), (6), (7), and (8) are nonconvex, which further complicate problem (P0). In the following sections, we propose an approach to obtain an approximate solution for problem (P0).

III. SIMPLIFYING THE TWO TIMESCALES PROBLEM

The two timescales problem (P0) is normally difficult to handle. Fortunately, we can utilize the technique in our
previous works [36], [37] to decompose the two timescales problem into many single timescale subproblems. The technique in [36] and [37] has two steps:

- Firstly, we make use of the sample average approximation (SAA) to deal with unknown channels’ issue. Specifically, the operator generates $M$ samples based on the known channel distribution to approximate the unknown channels in the future.
- Secondly, we transfer the two timescales problem into a global consensus problem. Under this setting, the long-term and short-term variables in the two timescales problem are treated as the global and local variables in the global consensus problem respectively. Then, we utilize alternating direction method of multipliers (ADMM) to solve this global consensus problem. By applying ADMM, one global variable is duplicated as $M$ auxiliary local variables. In each iteration of ADMM, we need to solve $M$ subproblems with local (and auxiliary local) variables. Since all local variables are in the same timescale (i.e., short-time scale), each subproblem is just a single timescale problem. We briefly depict the idea of this step in Fig. 1.

From the approaches in [36] and [37], we understand that two timescales’ problem can be solved on top of multiple single timescale problems. Inspired by this, we can simplify the two timescales problem (P0) as the following single timescale problem,

\[
(P-S) \quad \max_{\lambda_s, b^c_s, b^u_s, v_s, w_{i,s}} \sum_{s \in S^c} \lambda_s \left( \frac{1}{M} G^c(I^c_s, R_s) - \eta \sum_{j \in \mathcal{J}} v^H_{j,s} v_{j,s} \right) + \sum_{s \in S^u} \lambda_s \left( \frac{1}{M} G^u(I^u_s, D_s) - \eta \sum_{j \in \mathcal{J}} w^H_{j,s} w_{j,s} \right)
\]

s.t. (8), (9),

\[
r^c_s \leq \min_{\epsilon \in [1,2]} \left\{ \log(1 + \text{SNR}_s) \right\}, \quad \forall s \in S^c, \quad (10)
\]

\[
r^u_s \leq R_s, \quad \forall s \in S^u, \quad (11)
\]

\[
r^u_s \leq \log(1 + \text{SNR}_s) - \sqrt{\frac{C_s}{\eta_s}} Q^{-1}(\epsilon) \log e, \quad \forall i \in \mathcal{T}_s, \quad \forall s \in S^u, \quad (12)
\]

\[
\frac{F^c_{i,s}}{p^c_{i,s} b^c_{i,s}} \leq D_s, \quad \forall i \in \mathcal{T}_s, \quad \forall s \in S^c, \quad (13)
\]

\[
\sum_{s \in S^c} \lambda_s v^H_{j,s} v_{j,s} + \sum_{s \in S^u} \lambda_s \sum_{i \in \mathcal{T}_s} w^H_{i,j,s} w_{i,j,s} \leq E_j, \quad \forall j \in \mathcal{J}. \quad (14)
\]

Note that, in problem (P-S), we dropped all the frame number $q$, since it just involves one single frame. And the channel samples in problem (P-S) are generated by the operator from the idea of SAA. The variables $\{\lambda_s, b^c_s, b^u_s\}$ in problem (P-S) are actually the duplication of those in problem (P0) (see Fig. 1), where we still keep the same notations for simplicity. In the next two sections of this paper, we aim at resolving this single timescale problem (P-S) efficiently.

Remark 2: Comparing problem (P-S) with problem (P0), we can intuitively understand problem (P-S) as follows:

- The long-term revenue is averaged to every frame, i.e., each frame has $\frac{1}{M}$ of the total long-term revenue.
- We decompose problem (P0) into $M$ subproblems, i.e., problem (P-S), and each subproblem corresponds to one frame, i.e., single timescale.

In addition, if $M = Q = 1$, problems (P0) and (P-S) are exactly the same.

Since $\lambda_s$ is a binary variable, problem (P-S) is extremely hard to tackle. In the next section, we first assume that the values of $\lambda_s, \forall s \in S$ are given, i.e., we assume that we already have the knowledge about each network slice request is accepted or rejected. Then in Section V, we provide the approach to update $\lambda_s, \forall s \in S$.

IV. THE SINGLE TIMESCALE PROBLEM

In this section, we assume that the value of $\lambda_s$ is given. Although $\lambda_s$ is given, problem (P-S) is still a nonconvex problem. In this section, we first solve the nonconvex problem (P-S) under the high SNR regime and then propose the approach to solve the problem under general SNR case.

Lemma 1: In problem (P-S), constraints (11) and (13) are active inequality constraints. That is, an optimal solution $\{b^c_s, b^u_s, v_s, w_{i,s}\}$ to problem (P-S) always satisfies

\[
\left\{ \begin{align*}
\frac{r^c_s b^c_s}{r^c_s b^c_s + b^c_s} &= R_s, \\
\frac{r^u_s b^u_s}{r^u_s b^u_s + b^u_s} &= \frac{F^c_{i,s}}{D_s}
\end{align*} \right. \quad (15)
\]

Proof: Suppose that there is an optimal solution $\{b^c_s, b^u_s, v_s, w_{i,s}\}$ satisfying $r^c_s b^c_s > R_s$ or $r^u_s b^u_s > F^c_{i,s}/D_s$. This implies that we can still scale down $v_s$ or $w_{i,s}$ in the feasible region to increase the objective, which contradicts the optimality and establish the lemma. □

Based on Lemma 1, we can use $\frac{b^c_s}{r^c_s b^c_s}$ and $\frac{F^c_{i,s}}{r^u_s b^u_s}$ to replace $r^c_s$ and $r^u_s$ in (11) and (13) respectively. Further, let $V_s = v_s v^H_s \in \mathbb{R}^{JK \times JK}$ and $H_{i,s} = h_{i,s} h^H_{i,s} \in \mathbb{R}^{JK \times JK}$, where $h_{i,s} = [h_{i,s}^1; h_{i,s}^2; \cdots; h_{i,s}^J] \in \mathbb{C}^{JK \times 1}$. We can reformulate constraints (11), (13) and (14) as

\[
\frac{R_s}{b^c_s} \leq \log(1 + \text{tr}(H_{i,s} V_s)/\sigma^2_{i,s}), \quad \forall i \in \mathcal{T}_s, \quad \forall s \in S^c, \quad (16)
\]
\[
\frac{F_{i,s}}{b_{i,s}^n D_s} \leq \log(1 + \text{tr}((H_{i,s}W_{i,s})/\sigma_{i,s}^2)) - \sqrt{1 - \left(1 + \text{tr}((H_{i,s}W_{i,s})/\sigma_{i,s}^2)^2\right)} Q^{-1}(\epsilon) \log e \leq \sqrt{\frac{1}{\sigma_{i,s}^2} - \frac{1}{\sqrt{\sigma_{i,s}^2}}} \leq \log(1 + \text{tr}((H_{i,s}W_{i,s})/\sigma_{i,s}^2)) - \sqrt{1 - \left(1 + \text{tr}((H_{i,s}W_{i,s})/\sigma_{i,s}^2)^2\right)} Q^{-1}(\epsilon) \log e, \\
\forall i \in I_u, \forall s \in S^n^+, \quad (17)
\]

where \(G_j\) is a square matrix with \(J \times J\) blocks, and each block in \(G_j\) is a \(K \times K\) matrix. In \(G_j\), the block in the \(i\)-th row and \(j\)-th column is a \(K \times K\) identity matrix, and all other blocks are zero matrices. Then, by applying the following property

\[
E_j \geq \sum_{s \in S^n} \lambda_s \text{tr}(G_j V_s) + \sum_{s \in S^n} \lambda_s \sum_{i \in I_u^s} \text{tr}(G_j W_{i,s}), \\
\forall j \in J, \quad (18)
\]

we can obtain an equivalent formulation of problem (P-S) as

(P-S1)
\[
\begin{align*}
\max_{b^n_i, b^n_{i,s}, V_s, W_{i,s}} & \sum_{s \in S^n} \lambda_s \left( \frac{1}{M} G^w(I_s^w, D_s) - \eta \text{tr}(W_{i,s}) \right) \\
\text{s.t.} & \quad (8), (16), (17), (18), \\
& \quad V_s \succeq 0, \quad \forall s \in S^n, \quad (19) \\
& \quad W_{i,s} \succeq 0, \quad \forall i \in I_u^s, \quad \forall s \in S^n, \quad (20) \\
& \quad \text{rank}(V_s) \leq 1, \quad \forall s \in S^n, \quad (21) \\
& \quad \text{rank}(W_{i,s}) \leq 1, \quad \forall i \in I_u^s, \quad \forall s \in S^n. \quad (22)
\end{align*}
\]

Using Lemma 1 and also after the change of variables, problem (P-S1) is simplified from problem (P-S). However, problem (P-S1) is still hard to tackle due to the nonconvexity of constraints (17), (21) and (22). In the following subsections, we leverage the following approaches to resolve the difficulties.

- For the rank constraints, we resort to the semidefinite relaxation (SDR) method. Specifically, we drop the rank constraints first, and then solve the problem without rank constraints. If the resulting \(V_s\) and \(W_{i,s}\) are of rank one or zero, we conclude that the SDR is tight and no more manipulation is needed [38]. On the other hand, if the rank of resulting \(V_s\) or \(W_{i,s}\) is larger than one, we must use a certain method to extract the approximate solution from it, e.g., the randomization method [39].

- For constraint (17), we start from the high SNR regime first. It is verified in [40] that, under high SNR regime, the channel dispersion in (4) approaches to 1. Hence, constraint (17) can be greatly simplified under high SNR regime. After the discussion of high SNR regime, we then propose an approximation approach for the general SNR case.

A. Solution for URLLC Slice Under High SNR Regime

Let \(\tau\) be the high SNR threshold. Based on the results in [40], for \(\text{SNR}_{i,s}^n \geq \tau\), \(C_{i,s} \approx 1\). Therefore, constraint (17) is simplified as

\[
\frac{F_{i,s}}{b^n_{i,s} D_s} \leq \log(1 + \text{tr}((H_{i,s}W_{i,s})/\sigma_{i,s}^2)) - \sqrt{1 - \left(1 + \text{tr}((H_{i,s}W_{i,s})/\sigma_{i,s}^2)^2\right)} Q^{-1}(\epsilon) \log e, \\
\forall i \in I_u^s, \forall s \in S^n^+. \quad (23)
\]

Applying SDR to problem (P-S1), we get the following problem

(P-S2)
\[
\begin{align*}
\max_{b^n_i, b^n_{i,s}, V_s, W_{i,s}} & \sum_{s \in S^n} \lambda_s \left( \frac{1}{M} G^w(I_s^w, D_s) - \eta \text{tr}(W_{i,s}) \right) \\
\text{s.t.} & \quad (8), (16), (18), (19), (20), (23), \\
& \quad \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2 \geq \tau, \quad \forall i \in I_u^s, \forall s \in S^n^+. \quad (24)
\end{align*}
\]

Problem (P-S2) is a convex optimization problem and can be easily solved by the interior point method, which has been always implemented in standard optimization tool boxes, e.g., CVX [41]. If we denote \(V_s^*\) and \(W_{i,s}^*\) as the optimal solution of \(V_s\) and \(W_{i,s}\) in problem (P-S2) respectively, then the following theorem shows the effectiveness of utilizing SDR in problem (P-S2).

Theorem 1: In problem (P-S2), the SDR for \(W_{i,s}\) is tight. That is,

\[
\text{rank}(W_{i,s}^*) \leq 1, \quad \forall i \in I_u^s, \forall s \in S^n. \quad (25)
\]

However, the SDR for \(V_s\) may not be tight.

Proof: See Appendix.

B. Solution for URLLC Slice Under General SNR

Recall the channel dispersion in (17),

\[
C_{i,s} = 1 - \frac{1}{\alpha_{i,s}}, \quad \forall i \in I_u^s, \forall s \in S^n, \quad (25)
\]

where \(\alpha_{i,s} = 1 + \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2\). It can be verified that \(\sqrt{C_{i,s}}\) is concave w.r.t. \(\alpha_{i,s} \geq 1\). On this basis, we can employ successive convex approximation (SCA) to tackle the nonconvex constraint (17). More details are given below.

SCA is an efficient way to solve various types of nonconvex optimization problems [42], [43]. The main idea of SCA is that, a locally tight approximation of the original problem is performed at each iteration to produce a tight convex objective function and constraint sets. In other words, instead of solving a nonconvex optimization problem directly, a series of convex optimization problem is solved iteratively to obtain an approximate solution. In this paper, we utilize the approximation functions to locally approximate the nonconvex functions based on the following assumption [37], [43].

Assumption 1: A function \(h(x, y)\) is called as the approximation function for the nonconvex function \(h(x)\), when the following conditions hold:
The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, x) = h(x)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x)$ are consistent, i.e., $\tilde{h}(x, y) = h(x)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.

The function value of $\tilde{h}(x, y)$ and $h(x, y)$ are consistent, i.e., $\tilde{h}(x, y) = h(x, y)$, \forall x.
the IR of slice $s$, denoted as $R_s$, can be obtained by solving problem (P-S1) under general SNR case with $\lambda_s = 1$, and $\lambda_s = 0$, $\forall s \in S \setminus \bar{s}$ (we set $R_s = 0$ if problem (P-S1) is infeasible under this setting).

The main idea of GA algorithm is to iteratively add the slice requests with highest IR into $S^+$. Specifically, there are two main steps of GA algorithm:

1) **Initialization:** Firstly, figuring out the IR for every slice request. In addition, initializing the temporally accepted set $S^+$ as an empty set and temporally rejected set $S^-$ as the full set $S$.

2) **Updating:** We gradually add slice requests into $S^+$. That is, at each iteration, we try to add slice request $s = \arg \max_{a \in S^-} R_a$ into $S^+$. If problem (P-S1) is feasible, then we update both $S^+ = S^+ \cup s$ and $S^- = S^- \setminus s$, otherwise, we only update $S^- = S^- \setminus s$. The iteration terminates until $S^- = \emptyset$.

We detail the GA algorithm in Algorithm 2, whose time complexity is $O(S)$.

**Algorithm 2 Greedy Admission Algorithm**

1: Initialization. Calculate $R_s$ for all $s \in S$. Set $S^+ = \emptyset$ and $S^- = S$.
2: while $|S^-| \geq 1$ do
3: $s^* = \arg \max_{s \in S^-} R_s$;
4: Check the feasibility of problem (P-S1) if $S^+ = S^+ \cup s^*$;
5: if feasible then
6: Update $S^+ = S^+ \cup s^*$ and $S^- = S^- \setminus s^*$;
7: else
8: Update $S^- = S^- \setminus s^*$;
9: end if
10: end while
11: Output $S^+$.

**VI. IMPLEMENTATION ISSUES**

In this section, we first explain how to implement our algorithm, and then discuss some possible ways to improve the reliability of URLLC slices.

**A. Beamforming in Each Frame**

From Section III to Section V, with the system generated channel sample, we have solved problem (P-S) to obtain the optimal values for long-term variables $\{\lambda_s, b_s^c, b_s^u\}$. However, in problem (P0), the optimal beamformers should be calculated based on the actual channels (instead of system generated channel samples) at each frame. In this subsection, we present the approach to obtain the optimal beamforming vectors based on given $\{\lambda_s, b_s^c, b_s^u\}$ (obtained by resolving problem (P-S)) and actual channels.

In each frame, problem (P-S) is reduced to the following problem with given $\{\lambda_s, b_s^c, b_s^u\}$,

\[
\begin{align*}
(P-B1) \quad \min_{v_s, W_i,s} & \quad \sum_{s \in S^+} \eta \text{tr}(V_s) + \sum_{s \in S^+} \eta \sum_{i \in I_s} \text{tr}(W_{i,s}) \\
\text{s.t.} & \quad (16), (17), (18), (19), \text{and (20)},
\end{align*}
\]

where channels in above constraints are now actual channels at this frame. Correspondingly, when URLLC slices are under high regime, problem (P-B1) is further reduced to

\[
(P-B2) \quad \min_{v_s, W_i,s} \sum_{s \in S^+} \eta \text{tr}(V_s) + \sum_{s \in S^+} \eta \sum_{i \in I_s} \text{tr}(W_{i,s})
\]

\text{s.t.} (16), (17), (18), (19), (20), (23), and (24).

To obtain optimal $\{V_s, W_i,s\}$ for problem (P-B1) and problem (P-B2), we can still resort to the approaches in Section IV, in which $\{b_s^c, b_s^u\}$ are now constants. That is, using SCA + SDR framework as in Algorithm 1 to solve problem (P-B1) and simply using SDR to solve problem (P-B2). We denote the optimal solution for problem (P-B1) or (P-B2) as $\{V_s, W_i,s\}$. The remaining problem is how to recover the beamforming vectors $\{v_s, W_i,s\}$ from matrices $\{V_s, W_i,s\}$. From Theorem 1 and Proposition 1, we acquire the result that $W_{i,s}$ is of rank one and $V_s$ may not be of rank one. Then,

1) By applying eigen decomposition on $W_{i,s}$, we obtain the beamforming vectors $w_{i,s}$.

2) If $V_s$ is of rank one, we can still obtain beamforming vectors $v_s$ by employing eigen decomposition. Otherwise, the randomization/scaling method [44] is utilized to generate a suboptimal solution.

We show the entire logic flow to solve problem (P0) in Fig. 2. In Fig. 2, there is no specific guideline to determine whether a URLLC slice falls in a high SNR regime or not. It depends on the operator’s choice. That is, if the operator chooses to use the upper route (lower route), that means the operator forces the UEs’ SNR into the high regime (general regime). It leads to a relatively simple (complicated) solution approach, but results in a lower (higher) short-term revenue (the corresponding simulation results are shown in Section VII).

We call the approach to solve problem (P0) under general SNR as the Idealized Revenue with General SNR (IRGS), i.e., logic flow $\circlearrowright \rightarrow \circlearrowright \rightarrow \circlearrowright \rightarrow \circlearrowright$ in Fig. 2.

**B. Improving the Reliability**

To ensure the reliability for URLLC, we have made the following efforts so far:
Coordinated multipoint (CoMP), which is a well-known technique to boost the received SNR. In C-RAN, owing to its special architecture (i.e., one centralized BBU pool connects to multiple RRHs), it is easy to implement CoMP on it. In our system, we employed beamforming on data sharing transmission (see Section II), which is one of the typical CoMP technique, to provide each UE a high received SNR.

Flexible FDD. Interference is one of the main factors affecting reliability. To avoid both inter-slice and intra-slice interference, in this work, we allocated an individual frequency band for each UE in the URLLC slice.

However, still it may not be enough to achieve the vision of URLLC, whose requirement on successful packet delivery rate is as high as 99.999% [45]. For example, the CSI acquired for problem (P-B1) and (P-B2) may be imperfect/outdated. The time from sending out the slice request to the reception of the result can be larger than 1 ms. Once the URLLC slice request is accepted, a URLLC network slice is then created. Then the packet going through the URLLC slice should be of very low latency (i.e., <1 ms). In this paper, Algorithm 2 aims to set up the network slice. Once the slice is created, we just need to solve problem (P-B1) or (P-B2) to obtain the optimal beamforming, which is very fast.

VII. SIMULATION RESULTS

In our simulation, we use \( G^e(I^e_s, R_s) = \tilde{a} I^e_s \log_{10}(1 + R_s) \) and \( G^u(I^u_s, D_s) = b I^u_s/(1 - e^{-D_s}) \) to capture the long-term revenues \( (R_s, D_s, I^e, I^u) \) are in Mb/s and Sec, where \( \tilde{a} \) and \( b \) are constants. This mapping is in accordance with the commonly used network slicing revenue model [47].

We consider a C-RAN with 3 RRHs, which are located on a circle with radius 0.5 km. The distances between each two RRHs are equal. UEs from different slices are randomly, uniformly and independently distributed within this disk. The received power at a UE located \( d \) km away from a RRH is given by \( p \) (dB) = 128.1 + 37.6 log10 \( d \). The transmit antenna gain at each RRH is 5 dB. The lognormal shadowing parameter is 10 dB. In our simulations, we consider homogeneous RRHs with \( E_j = E, \forall j \), and homogeneous UEs with \( \sigma^2_{i,s} = \sigma^2 \). \( F_{i,s} = F \), and \( n_{i,s} = n, \forall i, s \). Our default simulation parameters [48] are summarized in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>3</td>
</tr>
<tr>
<td>( K )</td>
<td>2</td>
</tr>
<tr>
<td>( \eta )</td>
<td>5</td>
</tr>
<tr>
<td>( E )</td>
<td>1 W</td>
</tr>
<tr>
<td>( F )</td>
<td>500 bytes</td>
</tr>
<tr>
<td>( a^2 )</td>
<td>-83.98 dBn/Hz</td>
</tr>
<tr>
<td>( M )</td>
<td>100</td>
</tr>
<tr>
<td>( b )</td>
<td>0.2</td>
</tr>
<tr>
<td>( n )</td>
<td>168</td>
</tr>
</tbody>
</table>

TABLE I
SIMULATION PARAMETERS

In addition, by making use of the effective bandwidth theory, our proposed approach can also extend to the case that the URLLC slice with probabilistic delay constraint. That is, instead of (6), we can impose the following constraint

\[
\Pr(\tilde{D}_{i,s}(q) \geq D_s) \leq \pi_s, \quad \forall s \in S^{u+}, \forall i \in I^u, q \in Q,
\]

where \( \tilde{D}_{i,s}(q) \) is the packet delay of the \( i \)-th UE in URLLC slice \( s \) at frame \( q \). \( \pi_s \) is the maximum packet delay violation probability requirement on URLLC slice \( s \). More details can be found in [20] and [46].

From the above discussion, we can also infer that there is a tradeoff between revenue and reliability. In particular, higher reliability may require more coding redundancy or retransmissions, which in turn means that the power consumption in each frame may increase, resulting in the reduction of the (short-term) revenue.

Remark 3: It is worth mentioning that a URLLC slice request is not a packet in the URLLC traffic. A URLLC slice request is generated from the third-party to provide a certain service (e.g., the remote surgery service). And the goal of a URLLC slice request is to set up a (virtual) network slice. The time from sending out the slice request to the reception of the result can be larger than 1 ms. Once the URLLC slice request is accepted, a URLLC network slice is then created. Then the packet going through the URLLC slice should be of very low latency (i.e., <1 ms). In this paper, Algorithm 2 aims to set up the network slice. Once the slice is created, we just need to solve problem (P-B1) or (P-B2) to obtain the optimal beamforming, which is very fast.

A. Single Slice Results

To comprehensively understand the effectiveness of our proposed model and algorithm, we first show the performance result when the system only supports one slice, i.e., one eMBB slice or one URLLC slice respectively.

Firstly, we assume that the system only supports one eMBB slice, i.e., \( S^e = 1 \) and \( S^u = 0 \). We are interested in examining the system power consumption (multiplied by \( \eta \)) when this eMBB slice uses difference schemes, i.e., unicast or multicast respectively. To avoid interference between different UEs in unicast eMBB, we also apply FDD (as we did for URLLC slice). In Fig. 3(a), we show the system power consumption under different throughput requirements \( R_s \) (there are 4 UEs in this slice). From Fig. 3(a), we can observe that the system power consumption of unicast eMBB is much higher than multicast eMBB. When the throughput requirement increases, system power consumption of unicast eMBB goes up almost exponentially, while system power consumption of multicast eMBB grows up slightly. This is because, under the multicast scheme, every UE makes full use of the whole bandwidth \( B \). In contrast, under the unicast scheme, every UE just partially use the bandwidth, then the RRH side has to spend more transmit power on each UE to satisfy the throughput requirement.

This remark also applies to the eMBB slice.
Secondly, we assume that the system only supports one URLLC slice, i.e., $S^c = 0$ and $S^u = 1$. We are interested in investigating the system power consumption (multiplied by $\eta$) and SNR values when apply different SNR regime solution approaches, i.e., high SNR regime (in Section IV-A) or general SNR (in Section IV-B) respectively. We show the result under three different delay requirements in Fig. 3(b), i.e., $D_s = 0.5$ ms, 0.8 ms and 1 ms respectively, under the high SNR threshold $\tau = 7$ dB. We observe from Fig. 3(b) that, for the general SNR solution approach, the optimal SNR value for each UE can be either larger or smaller than $\tau$ when delay requirements are not very stringent, i.e., $D_s = 0.5$ ms, 0.8 ms and 1 ms respectively. However, when the delay requirement becomes stringent, i.e., $D_s = 0.5$ ms, every UE’s SNR should be larger than $\tau$, and the curves of high SNR and general SNR overlap. In addition, we also show that the system power consumption from two different SNR regime solution approaches in Table II. From these, we can conclude that, compared to the high SNR solution approach, the general SNR solution approach saves much power consumption when delay requirements are not very stringent.

**B. Multiple Slices Results**

To further understand the effectiveness of our proposed algorithm in slice request admission, we then show the performance result when the system supports multiple slices. In our simulation, we consider 3 multicast eMBB slice requests and 2 URLLC slice requests (hence slice request 1, 2, and 3 stand for multicast eMBB slices, and slice request 4 and 5 stand for URLLC slices). Our default slice request parameters are summarized in Table III.

To show the optimality of our proposed IRGS algorithm, we compare our simulation results with the following benchmark algorithms:

- **Exhaustive Search with General SNR (ESGS).** As mentioned in Section V, we can find out the optimal solution for the binary variable $\lambda_s, \forall s \in S$, by exhaustive search, with the searching time complexity $O(2^S)$. ESGS follows the logic flow $\mathcal{①} \rightarrow \mathcal{②} \rightarrow \mathcal{③} \rightarrow \mathcal{④} \rightarrow \mathcal{⑤}$ in Fig. 2, but uses a sophisticated exhaustive search in $\mathcal{②}$.

- **Long-term Revenue with General SNR (LRGS).** Different from IRGS, which uses the maximum IR as the admission criteria (see Step 3 in Algorithm 2), LRGS just simply utilizes the long-term revenue as the admission criteria. Specifically, here we use $G_s$ to denote the long-term revenue of slice $s \in S$, and in each iteration, we try to accept slice request $s$ with the maximum long-term revenue, i.e., $s = \arg \max_{x \in S} G_s$. Then the rest steps just follow Algorithm 2. In other words, comparing to IRGS and ESGS, LRGS also corresponds to the logic flow $\mathcal{①} \rightarrow \mathcal{②} \rightarrow \mathcal{③} \rightarrow \mathcal{④} \rightarrow \mathcal{⑤}$ in Fig. 2, but just with a simplification in $\mathcal{②}$. The time complexity of searching is $O(S)$.

- **Idealized Revenue with always High SNR (IRHS).** As discussed in Section IV-A, problem (P-S1) can be significantly simplified to problem (P-S2), when SNR requirements for URLLC slices are high. Thus in IRHS, other than IRGS (which solves problem (P-S1) under general SNR regime), we always force SNRs for URLLC slices to fall in the high regime. IRHS corresponds to the logic flow $\mathcal{①} \rightarrow \mathcal{②} \rightarrow \mathcal{③} \rightarrow \mathcal{④} \rightarrow \mathcal{⑤} \rightarrow \mathcal{⑥}$ in Fig. 2.

We start from studying the request admission behaviors when the QoS requirement changes. Let $\Lambda = [\lambda_1 \lambda_2 \cdots \lambda_5]$. In Fig. 4(a), we change the QoS requirement for eMBB slices as $R_1 = 3 \text{ Mbps}$, $R_2 = 2 \text{ Mbps}$, and $R_1 = n \text{ Mbps}$, where $n$ is a varying parameter indicated in Fig. 4(a), and keep the URLLC slice requests fixed (as the values in Table III). We can see from Fig. 4(a), when $n = 1$ and 2, the admitted slices are the same, i.e., slice 1, 2, 3 and 5, but the overall revenue decreases from $n = 1$ to $n = 2$. The reason is that the system has to increase the transmit power to satisfy the increased throughput requirements for slices 1, 2, and 3, which leads to a decreased the short-term revenue. Although the long-term revenue increases, the short-term revenue dominates in this case. In addition, slice 1 is removed from the admitted set due to high delay requirements.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>SLICE REQUEST PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>eMBB slices</strong></td>
<td><strong>URLLC slices</strong></td>
</tr>
<tr>
<td>{s1, s2}</td>
<td>{s3, s5}</td>
</tr>
<tr>
<td>{s1, s2, s3}</td>
<td>{s4, s5}</td>
</tr>
<tr>
<td>{s1, s2, s3, s4}</td>
<td>{s5}</td>
</tr>
</tbody>
</table>

**TABLE II**

**POWER CONSUMPTION FOR URLLC SLICE**

<table>
<thead>
<tr>
<th>$D_s$ (ms)</th>
<th>High SNR</th>
<th>General SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>4.27 W</td>
<td>4.27 W</td>
</tr>
<tr>
<td>0.8</td>
<td>1.89 W</td>
<td>1.50 W</td>
</tr>
<tr>
<td>1</td>
<td>1.86 W</td>
<td>1.02 W</td>
</tr>
</tbody>
</table>

Fig. 3. Single slice results.
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when $n$ changes from 2 to 3, since the system cannot support slice 1, 2, 3 and 5 simultaneously anymore when $n \geq 3$.

Similarly, we change the QoS requirement for URLLC slices as $D_1 = 0.00025 \text{ m Sec}$, and $D_2 = 0.0005 \text{ m Sec}$, where $m$ is a varying parameter indicated in Fig. 4(b), and keep the multicast eMBB slice requests fixed (as the values in Table III). We can see from Fig. 4(b), when $m = 2$, and 3, the admitted slices are the same, i.e., slice 2, 3 and 5, but the overall revenue still decreases from $m = 2$ to $m = 3$. This is because that the long-term revenue of slice 5 decreases. Although the short-term revenue increases, the long-term revenue dominates in this case. In addition, slice 1 is added into the admitted set when $m$ changes from 3 to 4, since the system now can support slice 1, 2, 3 and 5 simultaneously when $m \geq 4$.

From Fig. 4, we obtain an interesting conclusion that the overall revenue depends on the interplay of long-term and short-term revenue. To be more specific, the long-term revenue depends on two parameters/components, i.e., the number of users and QoS requirement. If we change any one of these two parameters, the long-term revenue changes, and interestingly, and the short-term revenue changes as well. For example, if we add one more user to any eMBB slice, the whole system is then updated (i.e., the optimal bandwidth allocation and power consumption should be recalculated based on the new systemwide CSI). Thus, it is nontrivial to conclude that whether long-term or short-term revenue dominates under a specific scenario, other than that they are intertwined. That means, either of them can dominate the overall revenue under different scenarios.

In Fig. 5, we compare the revenue obtained by applying different algorithms, in which the slice request parameters are shown in Table III. The values in Fig. 5 are averaged from $M = 100$ random channel realizations. We conclude that IRGS outperforms the benchmark algorithms LRGS and IRHS, and performs closely to the optimal algorithm ESGS, which acts as the upper bound. In Fig. 5(a), the revenues from all algorithms increase with system bandwidth $B$, since the system power consumption can be reduced (and hence the short-term revenue increases) with $B$. In Fig. 5(b), the revenues from all algorithms decrease with the coefficient $\eta$, since the system power consumption increases with the increasing $\eta$ (and hence the short-term revenue decreases).

**VIII. CONCLUSION**

In this paper, we incorporated multiple URLLC and multicast eMBB slices in C-RAN. We maximized the C-RAN operator’s revenue, which includes both long-term and short-term revenues, by properly admitting the slice requests. The revenue maximization problem was formulated as a two timescales MINLP and solved by applying some efficient approaches, such as SCA and SDR. We verified from the simulation that, regarding the slice request admission, both long-term and short-term revenues account. And the performance advances of our proposed algorithm with respect to the power consumption and revenue gain were also examined by simulation.

In the future, we will consider non-orthogonal slicing (which means two different slices may interfere each other), to further improve the resource utilization in our problem.

**APPENDIX**

**PROOF OF THEOREM 1**

On the one hand, for $s \in S^u \setminus S^{u+}$, we have $\|V_s^*\|_2 = 0$, and for $s \in S^u \setminus S^{u+}$, we have $\|W_{i,s}^*\|_2 = 0$. Thus, the SDR is tight for both $W_{i,s}$ and $V_s$ under this case.
On the other hand, for $s \in S^+ \cup S_{u^+}$, problem (P-S2) is equivalent to the following problem (P-S2*):

\[
\begin{align*}
& \min_{b^*, b_{i,s}^*, V_s, W_{i,s}} \sum_{s \in S^+} \eta \text{tr}(V_s) + \sum_{s \in S^+} \eta \sum_{i \in T_s^+} \text{tr}(W_{i,s}) \\
& \quad \text{s.t. } (8), (16), (18), (19), (20), (23) \text{ and } (24). 
\end{align*}
\]

The Lagrangian for problem (P-S2*) is (we only include the terms that relevant to this proof),

\[
\mathcal{L} = \sum_{s \in S^+} \eta \text{tr}(V_s) + \sum_{s \in S^+} \eta \sum_{i \in T_s^+} \text{tr}(W_{i,s})
- \sum_{i \in T_s^+} \sum_{s \in S^+} \mu_{i,s} \left( \log(1 + \text{tr}(H_{i,s}V_s)/\sigma_{i,s}^2) \right)
+ \sum_{j \in \mathcal{J}} \xi_j \left( \sum_{s \in S^+} \text{tr}(G_jV_s) + \sum_{s \in S^+} \sum_{i \in T_s^+} \text{tr}(G_jW_{i,s}) \right)
- \sum_{s \in S^+} \Gamma_s V_s - \sum_{i \in T_s^+} \sum_{s \in S^+} \Omega_{i,s} W_{i,s}
- \sum_{i \in T_s^+} \sum_{s \in S^+} \zeta_{i,s} \log(1 + \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2)
- \sum_{i \in T_s^+} \sum_{s \in S^+} \phi_{i,s} \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2,
\]

where $\mu_{i,s} \geq 0$, $\xi_j \geq 0$, $\Gamma_s \geq 0$, $\Omega_{i,s} \geq 0$, $\zeta_{i,s} \geq 0$, $\phi_{i,s} \geq 0$ are Lagrange multipliers for constraints (16), (18), (19), (20), (23), and (24) respectively. $\Gamma_s$ and $\Omega_{i,s}$ are both $JK \times JK$ matrices. Then

\[
\frac{\partial \mathcal{L}}{\partial W_{i,s}} = \eta I - \frac{\zeta_{i,s}}{\sigma_{i,s}^2} \ln 2 (1 + \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2)^{-1} H_{i,s}
- \frac{\phi_{i,s}}{\sigma_{i,s}^2} \ln 2 H_{i,s} + \sum_{j \in \mathcal{J}} \xi_j G_j - \Omega_{i,s},
\]

\[
\frac{\partial \mathcal{L}}{\partial V_s} = \eta I - \sum_{i \in T_s^+} \frac{\mu_{i,s}}{\sigma_{i,s}^2} \ln 2 (1 + \text{tr}(H_{i,s}V_s)/\sigma_{i,s}^2)^{-1} H_{i,s}
+ \sum_{j \in \mathcal{J}} \xi_j G_j - \Gamma_s,
\]

where $I$ is a $JK \times JK$ identity matrix.

Since $W_{i,s}^*$ is the optimal solution, we have

\[
\frac{\partial \mathcal{L}}{\partial W_{i,s}} = 0,
\]

and

\[
\Omega_{i,s} W_{i,s}^* = 0.
\]

Combing (29) and (31), which yields

\[
\Omega_{i,s} = \eta I + \sum_{j \in \mathcal{J}} \xi_j G_j - \frac{1}{\sigma_{i,s}^2} \ln 2 \times \left( \frac{\zeta_{i,s} (1 + \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2)^{-1} + \phi_{i,s})}{1 + \text{tr}(H_{i,s}W_{i,s})/\sigma_{i,s}^2} \right)^{-1} H_{i,s}.
\]

The coefficient of the last term $H_{i,s}$ is negative. And recalling that $\Omega_{i,s} \succeq 0$, and $\text{rank}(H_{i,s}) \leq 1$, we can conclude

\[
\text{rank}(\Omega_{i,s}) \geq JK - 1.
\]

Further, combing (32) and (34), we can obtain $\text{rank}(W_{i,s}^*) \leq 1$.

Similar to (33), we can also get,

\[
\Gamma_s = \eta I + \sum_{j \in \mathcal{J}} \xi_j G_j - \sum_{i \in T_s^+} \frac{\mu_{i,s}}{\sigma_{i,s}^2} \ln 2 \times (1 + \text{tr}(H_{i,s}V_s)/\sigma_{i,s}^2)^{-1} H_{i,s}.
\]

However, in the right hand side of (35), the third term is the summation of multiple rank one matrices. Therefore, we cannot claim $\text{rank}(\Gamma_s) \geq JK - 1$, and as a result, we cannot conclude that $\text{rank}(V_s^*) \leq 1$.

This completes the proof.
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